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Abstract

We propose a generic framework for distributed broad-
casting in ad hoc wireless networks. The approach is based
on selecting a small subset of hosts (also called nodes) to
form a forward node set to carry out a broadcast process.
The status of each node, forwarding or non-forwarding, is
determined either by itself (self-pruning) or by other nodes
(neighbor-designating). Node status can be determined
at different snapshots of network state along time (called
views) without causing problems in broadcast coverage. A
sufficient condition, called coverage condition, is given for
a node to take the non-forward status. Such a condition can
be easily checked locally around the node. Several existing
broadcast algorithms can be viewed as special cases of the
generic framework with k-hop neighborhood information.
A comprehensive comparison among existing algorithms is
conducted. Simulation results show that new algorithms,
which are more efficient than existing ones, can be derived
from the generic framework. This work is an extension to
an early work in which only self-pruning methods are dis-
cussed [16].

1 Introduction

Broadcasting is a special routing process of transmitting
a packet so that each node in an ad hoc wireless network
(or simply ad hoc network) receives a copy of this packet.
Flooding is a simple approach to broadcasting with no use
of global information/infrastructure; in flooding, a broad-
cast packet is forwarded by every node in the network ex-
actly once. Flooding ensures the coverage, providing there
is no packet loss caused by collision in the MAC layer
and there is no high speed movement of nodes during the
broadcast process. In Figure 1 (b), when node v broad-
casts a packet, both nodes u and w receive the packet due
to the broadcast nature of wireless communication media.
u and w will then forward the packet to each other. Appar-
ently, the last two transmissions are unnecessary. Redun-
dant transmissions may cause the broadcast storm problem
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Figure 1. Three different views.

[14], in which redundant packets cause contention and col-
lision.

We focus on the deterministic approach to find a forward
node set, which can be selected statically (independent of
any broadcast process) [2, 3, 10, 17] or dynamically (during
a particular broadcast process) [5, 7, 9, 13]. The forward
node set also forms a connected dominating set (CDS). A
dominating set is a subset of nodes in the network where
every node is either in the subset or a neighbor of a node in
the subset. Many distributed broadcast algorithms with no
use of global information/infrastructure have been proposed
for use in ad hoc networks. Different assumptions and mod-
els have been used. So far, no generic framework can cap-
ture a large body of distributed broadcast algorithms; this
makes the comparison among them difficult. It has been
proved that the task of finding the smallest set of forward
nodes with global network information/infrastructure is NP-
complete. The problem is even more challenging in the ab-
sence of global network information/infrastructure. Heuris-
tic methods are normally used to balance cost (in collecting
network information and in decision making) and effective-
ness (in deriving a small forward node set).

In this paper, we provide a generic framework that covers
deterministic distributed broadcast schemes in ad hoc net-
works. In this framework, the status of each node, forward-
ing or non-forwarding, is determined locally based on k-hop
neighborhood information (for k � � or 3). The broadcast
packet can carry a small amount of broadcast state informa-
tion such as recently visited nodes. Broadcast algorithms
based on global network topology [4] or pseudo-global net-
work topology (that exhibits “sequentialized propagation”)
[1] do not provide scalability and are not included for fur-
ther discussion. A comprehensive classification of broad-
cast schemes in ad hoc networks can be found in [18]. Un-
der the objective of selecting a small CDS, the status of
each node is decided in a decentralized manner based on
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a particular view, which is a snapshot of network state, in-
cluding network topology and broadcast state, along time.
Views can be sampled at different times and they can be
local views that include connectivity and broadcast state of
only nodes in the vicinity. In the generic framework, the sta-
tus of a node can be decided by itself (self-pruning) or by
other nodes (neighbor-designating). The forward node set
can be constructed and maintained through either a proac-
tive process (i.e., “up-to-date”) before the broadcast process
or a reactive process (i.e., “on-the-fly”) during the broad-
cast process. Each node has the forwarding status by de-
fault like in flooding, and the status can be changed to non-
forwarding if the proposed sufficient condition, called cov-
erage condition, is met. In addition, such a condition can
be easily checked locally around the node. Several exist-
ing broadcast algorithms can be viewed as special cases of
the generic framework under local views with 2- or 3-hop
neighborhood information. A comprehensive comparison
among existing algorithms under the generic framework is
conducted. Simulation results show that new algorithms un-
der different local views, which are more efficient than ex-
isting ones, can be derived from the generic framework.

The generic broadcast scheme is an extension to an early
generic framework for self-pruning methods [16]. The ex-
tended framework support both self-pruning and neighbor-
designating approaches. In addition, the new view-based
model is more effective in formalizing reactive processes.

2 Preliminaries

An ad hoc network is represented by a unit disk graph
G�t� � �V�E�, where two vertices (nodes) are connected
if their geographical distance is within a given transmis-
sion range r. Note that G�t� is a function on time t. A
global view with respect to a particular broadcast process is
a snapshot of network topology and broadcast state. More
formally, V iew�t� � �G�t�� P r�V� t��, where Pr�V� t� is a
priority vector of nodes in V at time t. The status of each
node is determined based on a particular view V iew�t�. We
assume that all nodes have fresh topology information at the
beginning of the broadcast period, and the network topol-
ogy does not change during the broadcast period, so G�t�
can be simply represented as G. The priority of each node
v � V , Pr�v� t�, is a tuple �S�v� t�� id�v��, where S�v� t�
represents the forwarding status of v under V iew�t�, and
id�v� is the distinct identifier of node v (other parameters
such as node degree can be used in place of node id).

A node that has forwarded or has been designated to for-
ward (i.e., determined under a previous view) is called a vis-
ited node; otherwise, it is an un-visited node. S�v� t� � �
is reserved for a visited node v and S�v� t� � � for an
un-visited node (i.e., a visited node has a higher priority
than an un-visited node under the lexicographical order). In
this case, Pr�v� t� is a monotonically increasing function
along the time. In the subsequent discussion, t is omitted
with an understanding that all terms are with respect to a
particular view. For example, in Figure 1 (a), Pr�V � �
�Pr�u�� P r�v�� P r�w�� � ���� u�� ��� v�� ��� w��, and in

Figure 1 (b), Pr�V � � ���� u�� ��� v�, ��� w��, where vis-
ited nodes are colored black. The lexicographical order
can be used to order nodes based on their priorities; e.g.,
��� w� � ��� v� and ��� v� � ��� w�. An un-visited node
is called a forward node if it is or would be determined to
forward the broadcast packet under the current view; oth-
erwise, it is called a non-forward node. Both visited/un-
visited and forward/non-forward status are time sensitive.

In ad hoc networks, a local view at node v is a more real-
istic model to determine the node status of v. A view is local
at node v if node v can only capture part of a view within its
vicinity. Specifically, a local view, V iew

�

� �G
�

� P r�V �
�

�,
of V iew � �G�Pr�V �� meets the following conditions: G

�

is a subgraph of G and Pr
�

�V � � Pr�V �; that is, each el-
ement Pr

�

�v� is no more than the one in Pr�v�. Pr
�

�v� is
defined as follows: Pr

�

�v� � Pr�v� if v � V
�

; otherwise,
Pr

�

�v� � �S�v� � �� id�v�� (i.e., an invisible node under
the local view has the lowest priority).

Throughout the paper, it is assumed that each node only
captures a local view. Note that any visited nodes are as-
sumed to be connected under any local view, since they
are all connected to the source. Four additional assump-
tions are used: (1) There is no error in packet transmission;
that is, each message (broadcast packet or network state
message) sent from a node will eventually reach its neigh-
bors. (2) Location information of each node is not avail-
able. Location-based broadcasting has been extensively
studied as in [8, 12]. (3) Network topology is a connected
graph without unidirectional links. A sublayer can be added
[11, 15] to provide a bidirectional abstraction for unidirec-
tional ad hoc networks. (4) The network is relatively sparse.
For a dense ad hoc network, the clustering approach [6, 18]
can be used to convert the dense graph to a sparse one.

3 The Generic Coverage Condition

In the generic distributed broadcast protocol, each node
has the forward status by default like in flooding. However,
the status of a node can be non-forwarding if the following
sufficient condition, called coverage condition, is met.

Coverage Condition: Node v has a non-forwarding status
if for any two neighbors u and w, a replacement path exists
that connectsu andw via several intermediate nodes (if any)
with higher priorities than that of v.

The coverage condition indicates that when every pair of
neighbors of v can be connected through nodes with higher
priorities, node v, as the connecting node for its neighbors,
can be replaced (i.e., can take the non-forward status). A
replacement path may include some visited nodes, which
have the highest priorities. Note that “replacement” can be
applied iteratively. To avoid possible “cyclic dependency”
situations, a total order is defined among nodes based on
Pr�v�. Intermediate nodes may not exist; in this case, u
and w are directly connected. In a formal term, assume
that v is a non-forward node. Let N�v� be the neighbor set
of node v, then for any u�w � N�v�, a replacement path
�u� u�� u�� ���� ul� w� exists such that Pr�ui� � Pr�v�.
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Theorem 1 Given a graph G � �V�E� that is connected
but not a complete graph, the forward node set V

�

(includ-
ing forward nodes and visited nodes), derived based on the
coverage condition, forms a connected dominating set of G.

Note that when the network is a complete graph, there
is no need of a forward node. One transmission from the
source reaches all the nodes. Theorem 1 was proved in [16]
under the assumption that the priority of one node is the
same to all its observers. This assumption holds only under
one particular view, i.e., each node takes the same view in
deciding its status. Suppose each node vi � V decides its
status under a distinct local view, V iewi. The following
theorem shows that Theorem 1 still holds.

Theorem 2 If each node vi applies the coverage condition
under a local view, V iewi, Theorem 1 still holds.

Proof: Let fi�vi� be a Boolean variable representing the
forwarding status of node vi under V iewi � �G�vi� �
�V �vi�� E�vi��� P ri�V ��: 1 for forwarding and 0 for non-
forwarding. Each G�vi� is a subgraph of G. F �
�f��v��� f��v��� ���� fn�vn�� captures the forwarding status
of all nodes in the network under their corresponding lo-
cal views. Define V iewsuper � �Gsuper � P rsuper�V ��,
where Gsuper � �Vsuper � Esuper� � �V �v���V �v��� ����
V �vn�� E�v�� � E�v�� � ��� � E�vn�� and Prsuper�vi� �
maxfPr��vi�� P r��vi�� ���� P rn�vi�g.

Each Prl�vi� has three potential forms/values: the pri-
ority of an invisible node ��� id�vi��, the lowest priority;
the priority of an un-visited node ��� id�vi��; and the prior-
ity of a visited node ��� id�vi��, the highest priority. Be-
cause Pri�V � � Prsuper�V � and Gi is a subgraph of
Gsuper , fsuper�vi� � fi�vi� based on the coverage con-
dition. Therefore, Fsuper � �fsuper�v��� fsuper�v��� ����
fsuper�vn�� � F � �f��v��� f��v��� ���� fn�vn��. Apply-
ing Theorem 1 to V iewsuper, the forward node set under
Fsuper forms a connected dominating set. Clearly, the for-
ward node set under F also forms a connected dominating
set. �

A node that takes the forward status under a global view
must also take the same status under a local view, but not
vice versa.

4 Discussion

Timing issue. A broadcast protocol is called static if the
forward/non-forward status of each node is determined on
the static view (i.e., with no visited node) only; otherwise, it
is dynamic. There are two types of dynamic algorithms: (1)
First-receipt: the status is determined right after the first re-
ceipt of the broadcast packet. (2) First-receipt-with-backoff:
the status is determined after a backoff delay of the first re-
ceipt of the broadcast packet. A backoff delay is used so
that a node can learn more about the broadcast state from
its forward neighbors. However, this is done at the cost of
prolonging the completion time of the broadcast process.

Figure 2 shows two examples of forward node set on the
same network: one without broadcast state based on the
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Figure 2. Two broadcast processes.

static version of the coverage condition (Figure 2 (a)) and
one with broadcast state based on the dynamic version of
the coverage condition (Figure 2 (b)). In the example with
broadcast state, it is assumed that the up-stream broadcast
state is piggybacked with the broadcast packet. The forward
node set derived from Figure 2 (a) can also be interpreted as
the one for any broadcasting. In Figure 2 (b), because nodes
2 (source) and 5 are visited nodes, node 3 can conclude that
it can be a non-forward node since two of its neighbors can
be connected using node 2 (a black node).

Selection issue. The coverage condition only states the con-
dition under which a node v can be labelled non-forwarding.
The selection issue deals with who should check this condi-
tion (and hence determine the status) for v. There are three
choices: (1) Self-pruning. The status of v is determined by
node v itself. (2) Neighbor-designating. The status of v is
determined by some other nodes, say neighbors of v. (3)
Hybrid. The status of v is determined by both v and neigh-
bors of v.

In the self-pruning approach, each node v determines
its status using the coverage condition. In the neighbor-
designating approach, each node v determines the status of
all its neighbors. In case a node has multiple status as se-
lected by its neighbors, it will forward once (and only once)
if at least one status is forwarding. This requirement, how-
ever, can be relaxed. We can redefine the status function
S�v� t� in the priority tuple Pr�v� t� � �S�v� t�� id�v�� as
follows: S�v� t� � � for visited node v, S�v� t� � ��� for
an unvisited but designated node, and S�v� t� � � for an
unvisited and undesignated node. A designated node does
not need to forward the packet if it meets the coverage con-
dition. In the hybrid approach, each node determines the
status of some of its neighbors and leaves other neighbors
to determine their own status.

Space issue. A view consists of network topology and
broadcast state information (visited status of some nodes).
Network topology information is relatively long lived and
can be collected through periodic “hello” messages ex-
changed among neighbors. In an ad hoc network, it is too
expensive to collect global network topology. A local view
of network topology, in terms of k-hop neighborhood in-
formation (or simply k-hop information) for a small k, is
used as an approximation. We define k-hop information
for a node v as the local view of network topology Gk�v�
that takes at least k rounds of neighborhood information ex-
changes to build up. For example, if v has 1-hop informa-
tion, then it knows all its neighbors, but not the links be-
tween these neighbors.

Broadcast state information is relatively short lived and
cannot be collected through relatively infrequent “hello”
messages. Instead, such information can be collected
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through the following two means: (1) Snooped. Each node
can snoop the activities of its neighbors. When a neigh-
bor forwards the broadcast packet, it becomes a visited
node. (2) Piggybacked. When a node forwards the broad-
cast packet, it also attaches information of some visited
nodes (including designated forward neighbors). We nor-
mally assume that network topology information is not pig-
gybacked, since the broadcast packet needs to be kept rela-
tively small.

Priority issue. The priority function used in the cover-
age condition can also affect the resultant forward node set.
Based on the difficulty in collecting the priority values, node
properties used in the priority function can be divided into
three categories: (1) 0-hop priority such as node id, denote
as id�v�. (2) 1-hop priority such as node degree, deg�v�,
which is defined as the number of v’s neighbors. When
deg�v� � deg�u�, the id’s of u and v are usually used to
break a tie. (3) 2-hop priority such as neighborhood con-
nectivity ratio, ncr�v�, which is defined as the ratio of pairs
of neighbors that are not directly connected to pairs of any
neighbors. When ncr�v� � ncr�u�, node degrees followed
by node id’s of u and v are usually used to break a tie.

In neighbor-designating schemes, each designated node
has one or more designators (i.e., nodes that request it to
forward the broadcast packet). Properties of these desig-
nators can be used as priority functions. Specifically, the
transmission time of a node’s first designator with respect
to a specific broadcast packet is a 0-hop priority.

5 A Generic Distributed Broadcast Scheme

Here we propose a generic distributed broadcast scheme
based on the coverage condition. This is a dynamic ap-
proach in which a connected forward node set is constructed
for a particular broadcast request, and it is dependent on the
location of the source and the progress of the broadcast pro-
cess. We assume that each node v determines its status and
the status of some of its neighbors on-the-fly under a local
view. The source node always forwards the packet. The ap-
proach can also be used in a static view where a connected
forward node set is constructed independent of any partic-
ular broadcast process. We also assume that the broadcast
packet that arrives at v carries information of h most re-
cently visited nodes and designated forward nodes selected
by the last visited node.

Algorithm 1 Generic Distributed Broadcast Protocol
1: Periodically each node v exchanges “hello” mes-

sages with neighbors to update local network topology
Gk�v�.

2: v updates priority information Pr based on snooped
and piggybacked messages.

3: v applies the coverage condition to determine its status.
4: If v is a non-forward node then stop.
5: v designates some neighbors as forward nodes if

needed and updates its priority information Pr.
6: v forwards the packet together with Pr.

In Algorithm 1, the first two steps collect information
to establish a local view. Step 1 collects network topol-
ogy information of the view while Step 2 collects broadcast
state information of the view. In Step 3, each node v deter-
mines its status based on the coverage condition. The pro-
cess stops at Step 4 if v is a non-forward node; otherwise,
the view is enhanced by selecting some forward neighbors
at Step 5. In addition, v is changed to a visited node. Fi-
nally, v forwards the packet at Step 6. The default status for
each node is a non-designated forward node.

6 Special Cases

A large body of existing broadcast protocols can be con-
sidered as special cases of our generic distributed broadcast
protocol. These special cases take one or more of the fol-
lowing approaches: (1) By skipping some of the steps in
the scheme. (2) By using some special cases of the cover-
age condition at Step 3. (3) By applying a specific strategy
in selecting designated forward nodes at Step 5.

One commonly used special case of the coverage condi-
tion is that of using a coverage set. A set C�v� is called a
coverage set of v if the neighbor set can be “covered” by
nodes in C�v�; that is, N�v� is a subset of the union of
neighbor sets of nodes in C�v�.

Strong Coverage Condition: Node v has a non-forwarding
status if it has a coverage set. In addition, the coverage set
belongs to a connected component of the subgraph induced
from nodes with higher priorities than that of v.

Clearly, the strong coverage condition is stronger than
the original coverage condition, because the existence of a
connected coverage set implies the existence of a replace-
ment path for any two neighbors. In general, the original
coverage condition is more costly to check than the strong
coverage condition. When the original coverage condition
is applied on k-hop neighborhood information with a con-
stant k, its computation complexity is O�D��, where D
is the maximum number of nodes per unit area, while the
computation complexity of the strong coverage condition is
O�D�� [16].

The basic idea in selecting designated forward neigh-
bors is that by designating some forward neighbors, other
neighbors can take the non-forwarding status. Designated
forward neighbors should be those covering at least one 2-
hop neighbor of the current node (otherwise, they will not
contribute in coverage). One extreme is to select a mini-
mum number of designated forward neighbors so that other
neighbors can take the non-forwarding status.
Static algorithms. The typical static algorithms are the
generic distributed broadcast protocol with Steps 1 and 3.

Wu and Li’s algorithm: Wu and Li [17] proposed a mark-
ing process to determine a set of gateways (i.e., forward
nodes) that form a CDS: a node is marked as a gateway if
it has two neighbors that are not directly connected. Two
pruning rules are used to reduce the size of the resultant
CDS. Based on pruning Rule 1, a gateway can become a
non-gateway if all of its neighbors are also neighbors of an-
other node, called coverage node, that has a higher priority.
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Figure 3. Two sample ad hoc networks.

According to pruning Rule 2, a gateway can become a non-
gateway if all of its neighbors are also neighbors of either
of two coverage nodes that are directly connected and have
higher priorities. Two types of priority are used: node id
and the combination of node degree and node id. In order
to implement the marking process and pruning rules, 2-hop
information (if each coverage node is a neighbor) or 3-hop
information (if one coverage node is a neighbor’s neighbor)
is collected at each node. Dai and Wu [3] extended the pre-
vious algorithm by using a more generic pruning rule called
Rule k without introducing additional cost: a gateway be-
comes a non-gateway if all of its neighbors are also neigh-
bors of any one of k coverage nodes that are self-connected
and have higher priorities.

Span: Chen et al [2] proposed an approach, called Span,
to construct a set of forward nodes called coordinators. A
node v becomes a coordinator if it has two neighbors that
are not directly connected, indirectly connected via one in-
termediate coordinator, or indirectly connected via two in-
termediate coordinators. To ensure connectivity, all inter-
mediate coordinators should have higher priorities. 3-hop
information is needed to implement Span.

Both Wu and Li’s algorithm and Dai and Wu’s algorithm
use the strong coverage condition and each coverage set
consists of nodes with higher priorities. In Span, the orig-
inal coverage condition is used with two restrictions: no
visited node is used and each replacement path is no more
than three hops. Figure 3 (a) shows an example of the differ-
ence between the coverage condition and the strong cover-
age condition. Node 4 is a non-forward node under the cov-
erage condition but is a forward node under the strong cov-
erage condition. With local views, node 4 is non-forward
under 3-hop information and forward under 2-hop informa-
tion since the link (7,8) is invisible to node 4.

Dynamic and self-pruning algorithms. The dynamic and
self-pruning algorithms are usually the generic distributed
broadcast protocol with Steps 1, 2, 3, and 6.

SBA: Peng and Lu [9] proposed the Scalable Broadcast
Algorithm (SBA) to reduce the number of forward nodes.
Unlike the static algorithms, the status of a forward node is
computed on-the-fly. When a node v receives a broadcast
packet, instead of forwarding it immediately, v will wait for
a backoff delay. For each neighbor u that has forwarded
the packet, node v removesN�u� fromN�v�. If N�v� does
not become empty after the backoff delay, node v forwards
the packet; otherwise, node v becomes a non-forward node.
2-hop information is used to implement SBA.

N(v)

N  (u)

u v

2

Figure 4. Neighbor-designating algorithms.

LENWB: Sucec and Marsic [13] proposed the
Lightweight and Efficient Network-Wide Broadcast
(LENWB) protocol, which also computes the forward node
status on-the-fly. However, unlike in SBA, the forward node
status is determined when the broadcast packet is received
for the first time. Whenever node v receives a broadcast
packet from a neighbor u, it computes the set C of nodes
that are connected to u via nodes that have higher priorities
than v. If N�v� is contained in C, node v is a non-forward
node; otherwise, it is a forward node. Similar to Rule k,
the connectivity requirement also needs information about
nodes beyond 3 hops; however, a restricted implementation
can be done using 2-hop information.

In SBA, the neighbor set is covered by a set of (con-
nected) visited nodes. The first-receipt-with-backoff ap-
proach is used. In LENWB, the neighbor set is covered
by one visited node (black node) and several un-visited but
higher priority nodes. In this approach, the first-receipt ap-
proach is adopted. Figure 3 (b) shows a case of neigh-
bor coverage that cannot be covered by SBA. After node
2 has two visited neighbors, neighbor 4 is still not covered
based on SBA. However, using the strong coverage condi-
tion, node 2 is a non-forward node, because its neighbor set
is covered by white nodes 3, 4 and two black nodes. Note
that the two black nodes are viewed as connected in node
2’s local view.
Dynamic and neighbor designating algorithms. The typ-
ical dynamic and neighbor designating algorithms are the
generic distributed broadcast protocol with Steps 1, 2, 4, 5,
and 6. All of the following approaches adopt the greedy
strategy where a minimum set of designated forward nodes
is selected so that the other neighbors can take the non-
forward status.

Dominant pruning: Lim and Kim [5] provided two
broadcast algorithms. One of them is based on simple
self-pruning, which can be viewed as the first-receipt ver-
sion of SBA. The other one is based on dominant pruning
(DP). In each node v, the DP algorithm uses a greedy ap-
proach to compute the forward node set of each node on-
the-fly. Specifically, if u is the last forward node and v

is designated as the next forward node, v selects its lo-
cal forward node set from X � N�v� � N�u� to cover
2-hop neighbors in Y � N��v� � N�u� � N�v�, where
N��v� �

S
w�N�v�N�w� is the set of v’s 2-hop neighbors.

Lou and Wu’s algorithm: Lou and Wu [7] extended
the DP algorithm by further reducing the number of 2-hop
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neighbors to be covered by 1-hop neighbors. Two algo-
rithms, total dominant pruning (TDP) and partial dominant
pruning (PDP), are proposed. TDP requires the last forward
node u piggyback N��u� along with the broadcast packet.
With this information, the next forward node v can remove
N��u�, instead of N�u� in DP, from N��v�. PDP, with-
out using the piggybacking technique, directly extracts the
neighbors of the common neighbors of u and v (i.e., neigh-
bors of nodes in N�u� �N�v�) from N��v�.

Multipoint relays: Qayyum et al [10] proposed selecting
multipoint relays (MPRs) from 1-hop neighbors to cover
2-hop neighbors. Visited nodes are not considered in the
selection of MPRs and, therefore, the entire set of 2-hop
neighbors must be covered. A relaxed neighbor-designating
requirement is applied to MPR. If an MPR receives a broad-
cast packet first from a neighbor that is not its designator, it
does not need to forward this packet.

Both DP and MPR are based on using some 1-hop neigh-
bors, as designated forward neighbors, to cover all 2-hop
neighbors so that all remaining 1-hop neighbors can be non-
forwarding. MPR uses the static approach while the other
algorithms use the dynamic first-receipt approach. TDP and
PDP can be considered as DP with a better greedy algorithm
in selecting the coverage set. Figure 4 shows how these ap-
proaches use the strong coverage condition: Suppose u is
the current node and node v is any neighbor that is not se-
lected as a forward neighbor. Since u and the selected des-
ignated forward neighbors cover all the 2-hop neighbors of
u which include 1-hop neighbors of v, node v is covered by
a set of (connected) visited nodes.
Dynamic and hybrid algorithms. We consider here a hy-
brid of self-pruning and neighbor-designating algorithms.
The first-receipt approach is still used. Upon receiving a
broadcast packet from u with designated forward node set
D�u� selected by u, v uses the following steps: If v is not
a designated forward node and v has not sent the packet be-
fore, then v applies the coverage condition to determine its
status. If v is a forward node (self selected or designated),
v selects a neighbor w �� u � D�u� as its designated for-
ward node (if any) based on a certain priority scheme. A
neighbor that covers some nodes in N��v� is selected with
either the lowest id or the maximum effective node degree
(with respect to uncovered nodes inN��v�). Node id is used
to break a tie in node degree. Then v forwards the packet
together with D�v� � fwg. Note that the selected forward
neighbor should cover at least one 2-hop neighbor. In this
hybrid approach, each node v only uses 2-hop information.

Consider the example in Figure 5 and suppose nodes 2
and 9 are forwarding the packet to its neighbors. Using self-
pruning, nodes 4 and 6 will be forward nodes and nodes 1
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Figure 6. Various timing options.
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Figure 7. Various selection options.

and 3 will be non-forward nodes based on the coverage con-
dition with 2-hop information. It is assumed nodes 1 and 6
receive their first copy of the packet from node 2 and node
4 from node 9. Node 3 receives its first copy of the packet
from either node 2 or node 9. Using the proposed hybrid ap-
proach with node degree as the priority, node 2 is selected as
a designated forward node by node 9 and node 6 by node 2.
Note that nodes 2 and 9 do not know each other’s forward-
ing status and, hence, there is no coordination in selecting
their designated forward nodes. Node 4 is no longer a for-
ward node, since nodes 2 and 9 are visited nodes under the
local view of node 4 (passed from node 9). If node id is used
as the priority in the hybrid approach, node 2 is selected by
node 9. Node 3 is selected by node 2, since node 1 does not
cover any 2-hop neighbor of node 2. Once node 3 receives
the packet, it will pick node 4 to cover node 7. Using the
neighbor-designating approach, node 9 selects node 2 first
followed by node 4 to complete the 2-hop coverage. Simi-
larly, node 2 selects node 6 and then node 9.

7 Simulation

We evaluated the effect of various implementation is-
sues, several new special cases of the generic scheme, and
compared them with existing protocols. To generate a ran-
dom ad hoc network, n hosts are randomly placed in a re-
stricted area. The transmitter range is adjusted according
to a given average node degree d to produce exactly nd

�

links. Two average node degrees are used, one for relatively
sparse networks (d � �) and another for relatively dense
networks (d � ��). Networks that are not connected are
discarded. Performances of various special cases are com-
pared in terms of the average size of resultant CDS’s. The
default configuration uses 2-hop information and node id as
priority. Each simulation is repeated until the 90% confi-
dence interval of mean is within ��%.

Timing issue. Figure 6 compares performances of static,
first-receipt (FR), and two first-receipt-with-delay algo-
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Table 1. Simulated algorithms.
Category Self-pruning Neighbor-designating

Static Rule k, Span MPR
First-receipt LENWB DP, PDP

First-receipt-with-backoff SBA -

rithms that use random backoff delay (FRB) a backoff delay
that is proportional to the inverse of node degree (FRBD),
recpectively. The static algorithm requires less computa-
tion and no extra end-to-end delay, but also produces more
forward nodes. The FR algorithm causes no extra end-to-
end delay, but recomputes the forwarding/non-forwarding
status for each broadcasting. FR produces fewer forward
nodes than the static algorithm. The two algorithms with
backoff delays recompute node status for each broadcasting
and cause extra end-to-end delay. They produce the small-
est forward node set, and between them, FRBD is slightly
better than FRB. Because the computation time is negligible
in a broadcast process, the dynamic algorithm is more desir-
able than the static one. Among the dynamic algorithms, FR
is appropriate for highly delay-sensitive applications, and
FRBD is appropriate for less delay-sensitive applications.

Priority issue. Simulation results in [16] show that, in rela-
tively sparse networks, using deg�v� as the priority of each
node v is much better than id�v� and is very close to ncr�v�.
In relatively dense networks, all three metrics stay very
close. Considering the cost of collecting and maintaining
deg�v� and ncr�v�, deg�v� in relatively dense networks and
ncr�v� in general has the worst cost-effectiveness. Trade-
offs must be made between performance and maintenance
cost in selecting id�v� and deg�v� in relatively sparse net-
works.

Overall, there is no single combination of implemen-
tation options that is the best for all circumstances. Fine
tuning is needed to achieve better tradeoff between perfor-
mance and overhead based on the types of ad hoc networks
and applications.

Selection issue. Figure 7 compares performances of the
self-pruning (SP), neighbor-designating (ND), and two hy-
brid algorithm: one that designates a neighbor with the
highest degree (MaxDeg) and the other that designates a
neighbor with the lowest id (MinPri). In the neighbor-
designating and hybrid schemes, we use the strict rule that
every designated node becomes forward node. In rela-
tively sparse networks, the sequence from the worst per-
formance to the best performance is MinPri, ND, SP and
MaxDeg. MinPri is the worst, which suggests that desig-
nating a neighbor with the lowest priority produces more
redundancy than the expected elimination effect. Perfor-
mances of ND, SP and MaxDeg stay close. MaxDeg is
slightly better, because it designates some nodes with large
degrees and small id’s, which can be used in replacement
paths of nodes that have larger id’s and are originally hard
to replace. In relatively dense networks, when the num-
ber of nodes is small (n � ��), ND, MinPri and Max-
Pri stay close and perform better than SP. This is because
when the network diameter is small, most broadcast pro-
cesses complete in 2 hops. In this case, a “centralized”
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Figure 8. Static algorithms.

selecting algorithm as used in ND is more effective than
the “decentralized” algorithm used in SP. However, in rel-
atively larger networks (n � ���), ND is worse than Min-
Pri and even worse than MaxDeg and SP, because different
forward nodes may designate different 1-hop neighbors to
cover their common 2-hop neighbors, which causes redun-
dancy in the forward node set. Note that MaxDeg is a new
algorithm derived from the generic framework.

Space issue. Simulation results in [16] show that algo-
rithms based on 2- and 3-hop information do not perform
significantly worse than the one based on the global infor-
mation. Considering the cost in gathering neighborhood in-
formation, algorithms based on 4-, 5-hop, or global infor-
mation are not cost-effective compared with the ones based
on 2- or 3-hop information.

We also compare performances of several existing spe-
cial cases of the generic framework, as shown in Table 1.

Static algorithms. Figure 8 compares four static broad-
cast algorithms and a new static algorithm derived from the
generic framework labelled “Generic”. All algorithms ex-
cept MPR use ncr�v� as the priority value of each node
v, as it is the original configuration of Span. In MPR, the
first designator’s transmission time is used to as the priority
function in reducing the number of forward nodes. The se-
quence from the worst performance to the best performance
is MPR, Span, Rule k, and Generic. MPR is less efficient in
relative dense networks, because of un-coordinated forward
node sets designated by different nodes. Span is slightly
worse than Rule k, because of its restriction on the length
of each replacement path. Generic performs slightly better
than Rule k, because it uses the original coverage condition
and has no constraint on the lengths of replacement paths;
while Rule k only uses the strong coverage condition.

First-receipt algorithms. Figure 9 compares three first-
receipt broadcast algorithms and a new first-receipt algo-
rithm labelled “Generic”. All algorithms use node de-
gree as priority values, as it is the original configuration
of LENWB. The sequence from the worst performance to
the best performance is DP, PDP, LENWB, and Generic.
Both DP and PDP are much worse than the other two al-
gorithms, because neighbor-designating in general is worse
than self-pruning, and cannot take advantage of the 1-hop
priority. PDP is better than DP, since it has fewer 2-hop
neighbors to cover than DP does. LENWB is slightly worse
than Generic, and can be viewed as a good approximation
of Generic. Note that LENWB uses less broadcast state in-
formation than Generic. In LENWB, only the last visited
node is used in checking the strong coverage condition. In
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Figure 9. First-receipt algorithms.
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Figure 10. First-receipt-with-backoff algo-
rithms.

Generic, each node also knows the second last visited node
that is piggybacked in the broadcast packet. However, this
extra broadcast state information has little impact on perfor-
mance.
First-receipt-with-backoff algorithms. Figure 10 com-
pares SBA and a new first-receipt-with-backoff algorithm
labelled “Generic”. Generic significantly outperforms SBA,
because SBA requires direct neighbor set coverage, while
Generic allows indirect coverage. More specifically, a node
does not need to forward a broadcast packet even if some of
its neighbors are not directly covered by any visited node,
but are indirectly connected to a visited node via several in-
termediate nodes with higher priorities.

Overall, within each category, the generic algorithm per-
forms better than existing self-pruning algorithms, which in
turn, perform better than existing neighbor designating al-
gorithms.

8 Conclusion

A generic framework of distributed broadcasting in ad
hoc networks has been proposed and its correctness has
been shown. Four important implementation issues, namely
timing, selection, space, and priority, have been discussed
and their impacts on broadcast efficiency examined. Seven
existing broadcast algorithms, which represent a broad
spectrum of state-of-art distributed broadcast techniques in
ad hoc networks, have been shown to be special cases of the
generic framework. Simulation results show that, by adjust-
ing the four implementation options, the generic distributed
broadcast protocol can be well adapted to different config-
urations of ad hoc networks and upper layer applications.
We have also shown that several new algorithms can be de-
rived from the generic framework, and that these algorithms
produce smaller forward node sets than existing broadcast
algorithms under the same requirement of neighborhood in-
formation.
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